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RGB-D-E: Event Camera Calibration for Fast 6-DOF Object Tracking
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Figure 1: Our RGB-D-E hardware setup uses a Kinect Azure (RGB-D) and a DAVIS346 event-based camera (E) for continuous
events which are temporally binned. RGB-D-E data streams are spatially and temporally calibrated and used for 6 degree of
freedom object tracking.

ABSTRACT

Augmented reality devices require multiple sensors to perform vari-
ous tasks such as localization and tracking. Currently, popular cam-
eras are mostly frame-based (e.g. RGB and Depth) which impose a
high data bandwidth and power usage. With the necessity for low
power and more responsive augmented reality systems, using solely
frame-based sensors imposes limits to the various algorithms that
needs high frequency data from the environement. As such, event-
based sensors have become increasingly popular due to their low
power, bandwidth and latency, as well as their very high frequency
data acquisition capabilities. In this paper, we propose, for the first
time, to use an event-based camera to increase the speed of 3D object
tracking in 6 degrees of freedom. This application requires handling
very high object speed to convey compelling AR experiences. To
this end, we propose a new system which combines a recent RGB-D
sensor (Kinect Azure) with an event camera (DAVIS346). We de-
velop a deep learning approach, which combines an existing RGB-D
network along with a novel event-based network in a cascade fashion,
and demonstrate that our approach significantly improves the robust-
ness of a state-of-the-art frame-based 6-DOF object tracker using our
RGB-D-E pipeline. Our code and our RGB-D-E evaluation dataset
are available at https://github.com/lvsn/rgbde_tracking.

Index Terms: Event camera—Calibration—6-DOF Object
tracking—Augmented reality;

1 INTRODUCTION

Compelling augmented reality (AR) experiences are achieved
through the successful execution of several tasks in parallel. Notably,
simultaneous localization and mapping (SLAM) [31], hand track-
ing [30], and object tracking in 6 degrees of freedom (6-DOF) [7]
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must all be executed efficiently and concurrently with minimal la-
tency on portable, energy-efficient devices.

This paper focuses on the task of 6-DOF rigid object tracking.
In this scenario, successfully tracking the object at high speed is
particularly important, since freely manipulating an object can eas-
ily result in translational and angular speeds of up to 1 m/s and
360�/s respectively. Despite recent progress on real time 6-DOF
object tracking at 30 fps [7, 20, 24], these methods still have trouble
with very high object motion and tracking failures are still com-
mon. Increasing the speed of 6-DOF object trackers is of paramount
importance to bring this problem closer to real-world applications.

To increase the speed of object tracking, one can trivially employ
cameras with frame rates higher than 30 fps. Indeed, 90 and even
120 fps off-the-shelf cameras are available and could be used as a
drop-in replacement. However, this comes at significant practical
disadvantages: higher data bandwidth, increased power consumption
(since the algorithms must be executed more often), and the necessity
to have sufficient light in the scene since exposure times for each
frame is necessarily decreased.

In this work, we propose a system to increase the speed of 6-DOF
object tracking applications with a minimal increase in bandwidth
and power consumption. Specifically, we propose to combine an
event camera (specifically, the DAVIS346 camera) with an RGB-D
camera (the Kinect Azure) into a single “RGB-D-E” capture system.
The event camera offers several key advantages: very low latency
(20 µs), bandwidth, and power consumption (10–30 mW), all while
having much greater dynamic range (120 dB vs 60 dB) than frame-
based cameras.

This paper makes the following contributions. First, we show
how to calibrate the setup both spatially and temporally. Second,
we provide a new challenging publicly available 6-DOF evaluation
dataset that contains approximately 2,500 RGB-D-E frames of a real-
world object with high-speed motion with the corresponding ground
truth pose at each frame. Third, we propose what we believe to be
the first 6-DOF object tracker that uses event-based data. Similar to
previous work [7, 20, 24], our approach assumes that the object to
track must be rigid (non-deforming) and its textured 3D model must
be known a priori. Finally, we demonstrate through a quantitative
analysis on our real evaluation dataset that, using an extension of an
existing deep learning approach for 6-DOF object tracking results in
a threefold decrease in the number of tracking failures and achieves
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